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OUR APPROACH RESULTS

Concept Maps ¢, Quantitative Results:

MOTIVATION

Task: Phrase localization (i.e., given a phrase and image find the

corres;()j(;lncll;ng l?oundlrlltg boz (ietscn;bed in the phrase) o m m
.
) Joiit ezrglg;igldig’ ;‘f i‘;nguage N e tract Bounding GroundeR  VGG-cls 1070  GroundeR VGG-cls 24.66
| | next to a woman Box GroundeR  VGG-det - GroundeR VGG-det 28.94
and 1mage - . Mutual Info. VGG-det 16.00  Mutual Info. VGG-det 31.19
e Variety of objects and instance Pre-irained ~earned Ours VGG-cls  18.68 GloVe  YOLO-det (35.40)
level descriptions ¢ =arg min  min Ours VGG-det  17.88 Ours VGG-det 35.90

: . E(s, ¢) Ours VGG-cls+det 20.10 Ours YOLO-det 36.93
Contributions: e

e State-of-the-art unsupervised tex-
tual grounding approach

Success Cases:
I

e Utilize co-occurrence of words and From Plummer et al.
image concepts 2017

e Hypothesis testing formulation for N

. . Q % '62.;, 4:% %, : : .
Unsuper vised learnmg. ’ mncept;i % The baby boy is playing with Two pilots are standing and talking in  Four guys standing around the bed of
with other balls in ... front of a British Airways airplane. ~ a white pickup truck.
Concept-word Input activated
INTRODUCTION relevance E(s, ¢) E(s, c¢)

Problem Formulation: Learning Concept-Word Relevance F/(s, c):

e Input: z = (Q, I)

e Hypothesis Testing

I Outp;'lt y A (yh 71?54) HO(87 C) : P(CLC — 1 ts — 1) — P(CLC — 1) A woman tries to volley a a tennis A dog runs for a red Frisbee. Little boy trying to chase a black
ntuition of our Approach: pall. e
Image "sky” Hi(s,c) : Plac = 1]t; = 1) > Plac = 1) Interpretability of E(s, c):

e [.ecarning from word-concept
CO-OCCUITences

o Co-occurrence count: N(s,¢) = ) g nep dcll) - ts(Q)
e A concept 1s considered active, if a bounding box with confi-
dence greater than 0.5 1s detected

e Identify relevant “1mage con-
cepts” given query

Query word, s

| o o Letng . be the random variable modeling N (s, ¢)
Bounding Box Predlctlo.n. dog | person e Assume a. ~ Bernoulli, then ns . ~ Binomial, with parame-

e t,(Q) € 10, 1}: existence of the token s € § in a query Q) ters estimated from the datset P ———
e a.(I) € {0,1}: existence of the concept ¢ € C in an image [ e P(ns.) = Bin(N(s), P(a. = 1|t, = 1)), where N(s) is the ﬁ
e Find the least independent activated i1mage concept given query number of token counts

) | | e Concept-word relevance

c* = argmin min  F(s,c)
cEC:a.(1)=15€S:t:(Q)=1 E(s,c) = P(ns. > N(s,c)|Hy(s,c) True)

%WXH

e Image concept c is attached to a score map ¢.(1) €

e Estimated bounding box from concept ¢.- via efficient sub-
window search

e

e A small E(s, c) means that the probability of observing a more
extreme value 1s low, i.e. the null hypothesis may not explain _ S Bt S
the observation alow cut field T a u[{: of river




