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MOTIVATION
Task: Phrase localization (i.e., given a phrase and image find the
corresponding bounding box described in the phrase)

• Challenging multimodal task
• Joint understanding of language

and image
• Variety of objects and instance

level descriptions

Contributions:
• State-of-the-art unsupervised tex-

tual grounding approach
• Utilize co-occurrence of words and

image concepts
• Hypothesis testing formulation for

unsupervised learning.
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Abstract

This paper presents a framework for localization or

grounding of phrases in images using a large collection

of linguistic and visual cues. We model the appearance,

size, and position of entity bounding boxes, adjectives that

contain attribute information, and spatial relationships be-

tween pairs of entities connected by verbs or prepositions.

Special attention is given to relationships between people

and clothing or body part mentions, as they are useful for

distinguishing individuals. We automatically learn weights

for combining these cues and at test time, perform joint in-

ference over all phrases in a caption. The resulting system

produces state of the art performance on phrase localiza-

tion on the Flickr30k Entities dataset [33] and visual rela-

tionship detection on the Stanford VRD dataset [27].
1

1. Introduction

Today’s deep features can give reliable signals about a
broad range of content in natural images, leading to ad-
vances in image-language tasks such as automatic cap-
tioning [6, 14, 16, 17, 42] and visual question answer-
ing [1, 8, 44]. A basic building block for such tasks is lo-
calization or grounding of individual phrases [6, 16, 17, 28,
33, 40, 42]. A number of datasets with phrase grounding
information have been released, including Flickr30k Enti-
ties [33], ReferIt [18], Google Referring Expressions [29],
and Visual Genome [21]. However, grounding remains
challenging due to open-ended vocabularies, highly unbal-
anced training data, prevalence of hard-to-localize entities
like clothing and body parts, as well as the subtlety and va-
riety of linguistic cues that can be used for localization.

The goal of this paper is to accurately localize a bound-
ing box for each entity (noun phrase) mentioned in a caption
for a particular test image. We propose a joint localization
objective for this task using a learned combination of single-
phrase and phrase-pair cues. Evaluation is performed on the

1Code: https://github.com/BryanPlummer/pl-clc

A man carries a baby under a red 
and blue umbrella next to a woman 

in a red jacket!

Input Sentence and Image! Cues ! Examples!
1)! Entities! man, baby, umbrella, 

woman, jacket!
2)! Candidate Box Position! ——!
3)! Candidate Box Size! ——!

4)! Common Object !
Detectors!

man →!
baby →!

woman →!

 person!
 person!
 person!

5)! Adjectives!
umbrella →!
umbrella →!

jacket →!

 red!
 blue!
 red!

6)! Subject - Verb! (man, carries)!
7)! Verb – Object!  (carries, baby)!
8)! Verbs! (man, carries, baby)!
9)! Prepositions! (baby, under, umbrella)!

(man, next to, woman)!
10)!Clothing & Body Parts! (woman, in, jacket)!

Figure 1: Left: an image and caption, together with ground truth bounding
boxes of entities (noun phrases). Right: a list of all the cues used by our
system, with corresponding phrases from the sentence.

challenging recent Flickr30K Entities dataset [33], which
provides ground truth bounding boxes for each entity in the
five captions of the original Flickr30K dataset [43].

Figure 1 introduces the components of our system using
an example image and caption. Given a noun phrase ex-
tracted from the caption, e.g., red and blue umbrella, we ob-
tain single-phrase cue scores for each candidate box based
on appearance (modeled with a phrase-region embedding as
well as object detectors for common classes), size, position,
and attributes (adjectives). If a pair of entities is connected
by a verb (man carries a baby) or a preposition (woman

in a red jacket), we also score the pair of corresponding
candidate boxes using a spatial model. In addition, actions
may modify the appearance of either the subject or the ob-
ject (e.g., a man carrying a baby has a characteristic appear-
ance, as does a baby being carried). To account for this, we
learn subject-verb and verb-object appearance models for
the constituent entities. We give special treatment to rela-
tionships between people, clothing, and body parts, as these
are commonly used for describing individuals, and are also
among the hardest entities for existing approaches to local-
ize. To extract as complete a set of relationships as possible,
we use natural language processing (NLP) tools to resolve
pronoun references within a sentence: e.g., by analyzing the
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INTRODUCTION
Problem Formulation:

• Input: x = (Q, I)

• Output: y = (y1, ..., y4)

Intuition of our Approach:
• Learning from word-concept

co-occurrences
• Identify relevant “image con-

cepts” given query

Image "sky"

"dog" "person"Bounding Box Prediction:
• ts(Q) ∈ {0, 1}: existence of the token s ∈ S in a query Q

• ac(I) ∈ {0, 1}: existence of the concept c ∈ C in an image I

• Find the least independent activated image concept given query

c∗ = argmin
c∈C:ac(I)=1

min
s∈S:ts(Q)=1

E(s, c)

• Image concept c is attached to a score map ϕc(I) ∈ RW×H

• Estimated bounding box from concept ϕc∗ via efficient sub-
window search

OUR APPROACH

Input x
Image I

Query Q

Concept Maps ϕc

Dog being petted

Extract Bounding
Box

Output yc
∗

Concept-word
relevance E(s, c)

Input activated
 E(s, c)

= argc
∗

min
c: (I)=1a

c

min
s: (Q)=1t

s

E(s, c)Detect Activated Concepts

dog
person

trees

car sky
the

Pre-trained Learned

Learning Concept-Word Relevance E(s, c):

• Hypothesis Testing

H0(s, c) : P (ac = 1|ts = 1) = P (ac = 1)

H1(s, c) : P (ac = 1|ts = 1) > P (ac = 1)

• Co-occurrence count: N(s, c) =
∑

(Q,I)∈D ac(I) · ts(Q)

• A concept is considered active, if a bounding box with confi-
dence greater than 0.5 is detected

• Let ns,c be the random variable modeling N(s, c)

• Assume ac ∼ Bernoulli, then ns,c ∼ Binomial, with parame-
ters estimated from the datset

• P (ns,c) = Bin(N(s), P (ac = 1|ts = 1)), where N(s) is the
number of token counts

• Concept-word relevance

E(s, c) = P (ns,c > N(s, c)|H0(s, c) True)

• A small E(s, c) means that the probability of observing a more
extreme value is low, i.e. the null hypothesis may not explain
the observation

RESULTS
Quantitative Results:

Approach Features Acc (%)
GroundeR VGG-cls 10.70
GroundeR VGG-det -

Mutual Info. VGG-det 16.00
Ours VGG-cls 18.68
Ours VGG-det 17.88
Ours VGG-cls+det 20.10

Approach Features Acc (%)
GroundeR VGG-cls 24.66
GroundeR VGG-det 28.94

Mutual Info. VGG-det 31.19
GloVe YOLO-det (35.40)
Ours VGG-det 35.90
Ours YOLO-det 36.93

Success Cases:

Interpretability of E(s, c):
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Failure Cases:


